
Theorem (cycle luna) For
every eSm

,
est I(x) = Sit /n : 5n 3 .

Then Cand(I(x) = 1

and the element of IC) is the first time when the walk with jumps given by a reaches its infirm

for the first time

In the
previous example [(x) = 333.

The proof is not complicated but a bit tedious to write : it is left to the reader .

We now see some a probabilistic consequence

Definition For xeSn
, we define the Vervaat transform of by V (x)=

F)

In

Il=3 M p(x)

Example : =
(1

, -14
,

1
, 1)o

Theorem The low of O (X 1, ..., Xn) under B) : /Nn= -1) is equal to the law of (X1 . --

, Xn) under

Bl . (3 = n)

Prof Set*n
= (X

...., Xn) .

Tabe Je
,
oken- . Then

P(((*n) = x
,
I(n) =R

,
Wn =-1

= B) *
(

= x
,
[(n)= k

,
Wn = - 1)

= B(** = x
, Wn = -1) (Cycl luna

= B) *
n = c

, Wn = -1) become ***

= D( * n
= c

, j = n) become J

Sunning over gives
D(U(* n) = x

,
Wa = -1) = m P(*

n= J = n) ( *)

Suring over Je gives P(Wn = -1) = P (3 = n)
. Dividing ( X) by this

gives
the result

~

④



To rum up,

to understand W(Mu)
,

one can study (Wo
, ..., Wn) under (P) : /Wn= -1) and then apply the Vervaat transform.

&ample The largest and second largest number of childers of Mm is equal in law to the largest and second largest jump of CNo, ..
,
wil render

P( : (Wn = -1).

When
u

has finite variance
,

Wh is of ordr #INDm with fluctuations of order in :

· When
M is not critical

,
the event EWn = -13 is a large deviation event.

In probability theory, many theorems concern "typical events"
,
which have probability 1 or tending to on

Large deviations concern "atypical events" whose probability tends to 0
. Typical question them are :

· How fast is the
convergence (rate of decay) ?

· Given this atypical event
,

what are typical events of the system under the conditional low (known as the gibbs
conditioning principle in physics) ?

⑤
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⑪ Aove-big-jump principle
Outline : 1) A local estimate

2) One big jemp principle.

3) An application
We present a framework tailored to our application to random Area

,
but what follows can be extended to a more general context.

1) A local estimate

Let (Xi)
is be ind real-valued randam variables

. Set So =0 and Sn = X
,
+... + Xm for 11.

Assumption (H) #IX? J < 0 and there exist 0 and B 2 such that (X
,
ELM

,M)
It is not difficult to check thatrunda (H)

,
4(X1

,mv and that EX

Theorem (Doney'89 , Nagaev '57)

Assure that X
, satisfies (H) and that #[X ,] = 0. Fixo· Then

, uniformly in my En,

P) Sut[m
,mi)) n (Xe[m

,mLThat is
, eup P maiso

Intuition : SntImmH) typically happens when one of the jemps is intomy(this will be made precise later

See the supplementary material for a proof .

2) A one-big jump principle

I
Notation

.
Set Un= minE2jan : Xj = mass(X ..

--

, Xn)3
· Set (*, , . ..,

*
n ,
) = (X .., XVn- ,

XVt --

, Xn)

①



Theorem Love big jump principle, Armendais & Lolahis' 11) Assume (H) and #IX]= 0.

Fixeo and a sequence (an) such that xn>, En for all sufficiently large.
1

We have div) (X , 1 .
.

,
*

n ,
) under) · /En in+D) ,

(X1 -.

, Xml) 0
,
that is

sep /D((*, 1 ...,
*n)EA)SnEtan,

Pu+1) - N)(X. .

/ Xu)EA)) -o
n + 1

AEBIR"

Thismears that under B( : /Sn[xnt) ,
once the bigget jump is removed,

the remaining r ar esymptotically
iid with same low as X!

Thus (So
,
S

. . . .,
Su) under 1) . /SnEICIn

,
4n +) looks like :

am mut

I fluctuation of ordar In ; second
,
third

,
et legest jumps of order n'.

!"
(this will be proved later

↑

uniform time between land v

In proctice, to show that
a property holds with probability tending to 0

or 1 for (X,,.., Xm)
under B) : (Suttonph) one can show that it hold for (X1 ..., Xu-1) ( which are ind

!)

Proof
-

hetMu be the lowe
of (X1 ,

. .

.,
*m) ende $) . (SnE[Cl

,
en+1)

Let pen be the low of (X1 ...., Xn-)

To show that teep IMIAS-FnCA)l -o the idea is to find a "good" event En with

AtB((" - )
n +0

① MuCEn) -+ 1
n+ 0

② sup 1Mn(A) -Mn(A)) -> o

ACEn n +0

AEB(R)

Indeed
, by 0 we then have En (En) -> 1

,
so

n+ 0

Sep lunCA) - MnCA)) < emp/PnCAnEn)-MnCAREn)/ + MuCEnY + YuIEn' ->O

A E B(r") AEB(R)
n =>

②



n - 1 3/4 3/4
To do this

,
set En = Sa = 19

..., enlE : 19
, +---an1an and mas ain 3

1[in-1
(x)

Recoll that (X
,
[u

,
e+1) meti and $(X,u)~ with l = 4/B.

Ncheck 0 Un(En) < (ISn-l > 31) + B) mas Xi))
11jxny

· the first ter isoll since converges in distribution

· The second tem is 1-11-1(X , >31)/
n -
->0 since * to (p >2)

-
n+b

~

na

NcheckQ : to simplify, first assume that X
, is a discrete random variable

.
Set En = En Support(X"

for a = (a , , . .

. , an-1)En observe that

& (Xz , .. ,
* nul = a

, Suttons+3 = S(Xx .

-. ,
Xin

, Xit --

,
Xn) = a

, Xi[x -

a ......
- an - 1

,
x- a

-...
- a- 1

+ 13
and that the union is disjoint. The

↑ (a) =Mulatants
= 1 + En(a) with Sup (Encall ->0 by the theorem (local estimate)

at En n=X

and (x)

Then for ACEm , IMn(Al-Mu(A)) [, Mincas-Mucall < [MulasEnce) & enep /Enca).
SatEu atEn atEn

We conclude that Sup IF(A) - Mu(A)) = 1 + o(1).

ACEn

Let· us nou treat the general case.

Take ACEn.

As above,
& (Xz

, ..,
*mulEA , SnEIonsn+3 = S(Xx .

-.,
Xin

, Xit ---,
Xa)tA , Xit[2 - X

,
-- - Xa

,
xn - X =

-
... - Xa+

+ 13
and the union is disjoint. The

M (A) = n Sex ,
da ... d) P(X , Etc-a- ... -any , an-a- ... -anl

BISnEICI
,
Pn + ))

As above
, uniformly in 19

...., an-1) EEn
,
B(X , Etun-a

,
---- en ,

One ----- an+ + 1) v B(X , e [CIn
,

Pn +1))
n+0

so in(A) = Mn(A) MCXEICI,
<In+ )) (1 + En(A)) with sup (EnCA)) -> 0

ACEn
n+

BLSnEt(u
,

Pn + 1))

The conclusion follows
-

③
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